
UNIT - II 
RANDOM SIGNAL THEORY 

RANDOM PROCESS: 
 

• Let us consider an experiment of measuring the temperature of a room.  

• Let there be a collection of thermometers. Each thermometer reading is a random 
variable which can take on any value from the sample space S. 

•  Also, at different times the reading of thermometers may be different.  

• Thus the room temperature is function of a both the sample space and the time. 

•  In this example, we have extended the concept of random satiable by taking into 
consideration the time dimension.  

• Here we assign a time function x(t, a) to every outcome S.  

• There will be a family of all such functions. This family of fimetions S(x.5) is known as 
random process or stochastic process.  

• A random process X(xS)represents an ensemble or a set or a family of time functions 
where t and S are variables. Is place of '(tS) and A(1.5), the short notations x(t) and 
X(t) are often used. 
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• The absve figure shows a few members of the ensemble. [fx,(1) is the reading of first 
thermometer, st(t)] is the reading of second thermometer and so on.]  

• Each member is also known as sample function or ensemble member or realization 
of the process. A random process represents single time functions when t is variable 
and s is fixed. x1(t) and x2(t) are the examples of single time functions.  

• To determine the statistics of the mom temperature, say mean value, we may follow 
one of the following two procedures. 

 
 

• I. We may fix t to some value, say t.  

• The result is a random variable  

• X(t1, S) = X(t1)— [A1 A2 ... Am].  

• The mean value of X(t1) E[X(t1)], can now be calculated. It is known as ensemble 
average. It may be noted that ensemble average is a function of time. There is an 
ensemble average corresponding to each time.  

• Thus at time 12, we have 

•  X(t2, s)= X(t2)= [B1 B2 ... Bm]  

• The ensemble average corresponding to time t, = E[X(t2)], can also be found out. 
Similarly, ensemble average corresponding to any time can be found out.                        

•  We may consider a sample function, say si(t) over the entire time scale. Then the 
mean value of x1 (t) is defined as  

 
 
 
 
 
  
 
The expected value of all mean values is known as time average and is given as, 
     
    < x(t) > = E [ < x(t) > ] 
 
A random process for which the mean values of all sample functions are the same is 
known as the regular random process. 
 
In this case, 
 
  < x1(t) > = < x2(t) > = …………. < x(t) > = < x(a) > 
 
For some process, ensembles average is independent to time (i.e) 
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  E ( x(t1) ) = E [ x(t2) ] = ………… = E [ x(t) ] 
 
Such process are known as stationary process in restricted sense. 
 

STATIONARY PROCESS: 
 

• Such processes are known as stationary processes in restricted sense. (Here 
it is restricted to mean.  

 
ERGODIC PROCESS: 
 

• When an ensemble average is equal to the time average, then the process is 
known as ergodic process in restricted sense.  

• When all statistical ensemble properties are equal to statistical time properties, 
then the process is known as ergodic process in strict sense. When we say 
ergodic process. then it is meant that the process ergodic in strict sense.  

• It may be rioted that ergodic process is a subset of a stationary process, i.e. if 
a process is ergodic, then it is also stationary, but the vice versa is not 
necessarily true. 
 
 

SEARCHING PARAMETER: ( T - TOW) 

•  The time delay introduced in the expression of correlation is known as 
searching or scanning parameter. 

• The time t is a dummy variable and the correlation R1,s (t-tow) a function of 
the delayed parameter. 
 
 

 
 
 
 
 
 
 
 
 
UN CORRELATED (incoherent) SIGNALS: 

• Functions for which , (r) is zero for all values of r are called iincorrelated or 
incoherent functions. Correlation is also known as coherence. 
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During the process of scanning, it is essential to specify which function is being shifted. 

In general, Ru(r), which is obtained by shifting /2W in one direction is not the same as 

Ru(T), which is obtained by shiftingfl(r) in the same direction. It can be seen that , for 

real functions F1(t) and f2(t), 

be seen that , for real functions F1(t) and f2(t),       

  

Where R1, 2(z)  id defined as. 
 

      

      

      

      

   

 Thus the cross correlation function is non- commulative. 

 This is true as the shifting of one function in one direction is equivalent to 
shifting the other in opposite direction  
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