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Computational Intelligence: 
 

Computational intelligence (CI) is a set of Nature inspired computational 

methodologies and approaches to address complex problems of the real world 

applications to which traditional methodologies and approaches are ineffective or 

infeasible. It primarily includes Fuzzy logic systems, Neural Networks and 

Evolutionary Computation. In addition, CI also embraces techniques that stem 

from the above three or gravitate around one or more of them, such as Swarm 

intelligence and Artificial immune systems which can be seen as a part of 

Evolutionary Computation. 

 

Evolutionary Computation 
In computer science, evolutionary computation is a subfield of artificial 

intelligence (more particularly computational intelligence) that involves 

combinatorial 

optimization problems. Evolutionary techniques mostly involve metaheuristic 

optimization algorithms such as: 

Evolutionary algorithms (comprising genetic algorithms, evolutionary 

programming, evolution strategy and Genetic programming) Swarm intelligence 

(comprising ant colony optimization and particle swarm optimization  and in a 

lesser extent Artificial immune systems, Cultural 

algorithms, Differential evolution, Harmony search algorithm, etc. 

 

In artificial intelligence, an evolutionary algorithm (EA) is a subset of evolutionary 

computation, a generic population-based metaheuristic optimization algorithm. 

An EA uses some mechanisms inspired by biological evolution: reproduction, 

mutation, recombination, and selection. Candidate solutions to the optimization 

problem play the role of individuals in population, and the fitness function 

determines the environment within which the solutions "live" (see also cost 

function). Evolution of the population then takes place after the repeated 

application of the 

above operators. 

 

 

Swarm Intelligence 

 

There are two popular swarm inspired methods in computational intelligence areas: 

– Ant colony optimization (ACO) 



– Particle swarm optimization (PSO) 

ACO was inspired by the behaviors of ants and has many successful applications in 

discrete optimization problems. The particle swarm concept originated as a 

simulation of 

simplified social system. The original intent was to graphically simulate the 

choreography of bird of a bird block or fish school. However, it was found that 

particle swarm model can be used as optimizer 

 

 

 
 

 

 

Artificial Neural Networks 

 
Neural networks are biologically motivated computing structures that are 

conceptually modeled after the brain. The neural network is made up of a highly 

connected network of individual computing elements (mimicking neurons) that 

collectively can be used to solve interesting and difficult problems. 

How Our Brain Works? 



  
 
While neural networks are modeled after our understanding of the way in which our 

brain works, surprisingly little is known about how our brains actually function.  

Through various types of inspection, we can see our brain in operation, but because of 

the massive number of neurons and interconnections between these neurons, how it 

works remains a mystery (though many theories exist). 

 

Neurons Inside Our Body 

 



 
 

 

 

 



 

 
We are born with about 100 billion neurons. A neuron may connect to as many as 

100,000 other neurons. Signals “move” via electrochemical signals. The synapses 

release a chemical transmitter –the sum of which can cause a threshold to be 

reached –causing the neuron to “fire” 

 

Definition of Neurons (from Wikipedia) 

 
•Neurons are responsive cells in the nervous system that process and transmit 

information by chemical signals within the neuron.  

•A number of different types of neurons exist: sensory neurons respond to touch, 

sound, light and numerous other stimuli affecting cells of the sensory organs that 

then send signals to the spinal cord and brain.  

•Motor neurons receive signals from the brain and spinal cord and cause muscle 

contractions and affect glands.  

•Inter-neurons connect neurons to other neurons within the brain and spinal cord.  

•Neurons respond to stimulus and communicate the presence of that stimuli to the 

central nervous system, which processes that information and sends responses to 

other parts of the body for action. 

 

 

Birth of Artificial Neural Networks 
•The story of neural networks is interesting because, like AI itself, it’s one of grand 

visions, eventual disappointment, and finally, silent adoption. 

•In 1943, McCulloch and Pitts developed a neural network model based on their 

understanding of neurology, but the models were typically limited to formal logic 

simulations (simulating binary operations). McCulloch and Pitts (1943) proposed a 

model of a neuron , McCulloch-Pitts Model. Five physical assumptions: 

 

1. The activity of a neuron is an all or none process. 

2. A certain fixed number of synapses must be excited within the period of latent 

addition in order to excite a neuron at any time, and this number is independent of 

previous activity and position on the neuron. The only significant delay within the 

nervous system is synaptic delay. 



3. The activity of any inhibitory synapse absolutely prevents excitation of the 

neuron at that time. 

4. The structure of the net does not change with time 

 

Rosenblatt (1958) introduced a new approach to the pattern recognition problem;  

perceptron which could classify patterns by modifying its connections.  Attracted 

attention of engineers and physicists, using model of biological vision. Widrow and 

Hoff (1960) introduced the LMS algorithm formulated the Adaline(Adaptive linear 

element). Minsky (1961)written  a paper contains a large section on what is now 

termed neural networks. 

 

Widrow (1962) proposed Madaline (Multiple - adaline) with his students. 

 Minsky and Papert (1969) demonstrated fundamental limits on what one-layer 

perceptrons can compute exclusive-OR problem. In 1979 “decade of dormancy” 

for neural networks from physics and engineering, perspective. Grossberg (1980) 

established a principle of self-organization, called adaptive Resonance provides the 

basis of ART (Adaptive Resonance Theory).  

 

Hopfield (1982) used the idea of energy function to formulate the computation 

performed by recurrent networks  dynamical stable networks. Kirkpatrick, Galatt, 

Vecchi (1983) described a simulated annealing method Boltzmann learning: 

stochastic learning algorithm.  Barto, Sutton, Anderson (1983) proposed 

reinforcement learning. Rumelhart, Hinton, Williams (1986) reported the back-

propagation algorithm.  Broomhead, Lowe (1988) proposed the radial basis 

function (RBF) network. 

 

 

 

Artificial Neuron 
 

An artificial neuron is an information-processing unit that is fundamental to the 

operation of an ANN. It consists of three basic elements: 

1. A set of connecting links from different inputs, each of which is characterized 

by a weight or strength. In general, the weights of an artificial neuron may lie in a 

range that includes negative as well as positive values.  

2. An adder for summing the input signals weighted by the respective synaptic 

strengths.  

3. An activation function for limiting the amplitude of the output of a neuron. 

 



 

McCulloch-Pitts Neuron 

 

 
 

A set of synapses (connections) brings in activations from other neurons. 

A processing unit sums the inputs, and then applies a non-linear activation 

function. 

An output line transmits the results to other neurons. 

 

 

 

 

 

The n-dimensional input vector x is mapped into variable y by means of the scalar 

product and a nonlinear function mapping. 

 

 

Activation functions 



 
 

 

 
 

 

 



 

 

 

 



 
 

 

 
 

 

 



 

 
 

 
 

 

 



 
 

 

 
 

 



 
 

 
 



 

 
 

 

 

 



 

 
 

 
 



 
 

 

 

Back propagation algorithm 

 

1. Present a training sample to the neural network. 

2. Forward propagate the input pattern and compute output. 

3. Compare the network's output to the desired output from that sample. Calculate 

the error in each output neuron. 

4. Calculate error in the hidden layer 

5. Adjust the weights of each neuron in the output layer. 

6. Adjust the weights of each neuron in the hidden layer. 

7. Repeat from step 1 until convergence. 

 

Back propagation/MLP Features 

Training: 

Back propagation procedure 

  Gradient descent strategy (usual problems) 

Prediction: 

 Compute outputs based on input vector & weights 

Pros:  

Very general, Fast prediction 

Cons:  

Training can be VERY slow (1000’s of epochs), Over fitting 

 Unstable convergence on noisy data! 



Training Strategies 

 

Online training: 

 Update weights after each sample 

Offline (batch training): 

 Compute error over all samples. Then update weights, Online training 

“noisy” Sensitive to individual instances. However, may escape local minima. 

 

 

 
 



 



 



 

 

What do these parameters represent? 

Physical meanings: 

 The radial basis function for the hidden layer. This is a simple nonlinear mapping 

function (typically Gaussian) that transforms the d- dimensional input patterns to a 

(typically higher) H-dimensional space. The complex decision boundary will be 

constructed from linear combinations (weighted sums) of these simple building 

blocks. 

 

uji: The weights joining the first to hidden layer. These weights constitute the 

center points of the radial basis functions. 

The spread constant(s). These values determine the spread (extend) of each radial 

basis function. 

 

Wjk: The weights joining hidden and output layers. These are the weights which 

are used in obtaining the linear combination of the radial basis functions. They 

determine the relative amplitudes of the RBFs when they are combined to form the 

complex function. 



 
 

 

 
 



 
 



 

 

 

 



 

 

 



 



 

 



 

 

 

 


