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1.1  Introduction 

Digital Communication Systems are designed for transmitting digital information using 

digital modulation schemes. 

   
1.1.1 Basic Elements of a Digital Communication System 

 

Information Source 

The information source generates the message signal to be transmitted. In case of 
analog communication, the information source is analog. In case of digital communication, 
the information source is digital. The analog signal can be converted to discrete signal by 
sampling and quantization. 

 
The examples of discrete information sources are data from computers, teletype etc. 

 

Source Encoder / Decoder 

The Source encoder converts the input symbol sequence into a binary sequence of 0’s 

and 1’s. 
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The important parameters of a source encoder are block size, code word lengths, 

average data rate and the efficiency. 

At the receiver, the source decoder converts the binary output of the channel decoder 

into a symbol sequence. 

Aim of the source coding is to remove the redundancy in the transmitting information, 

so that bandwidth required for transmission is minimized. 

Channel Encoder / Decoder 

Error control is accomplished by the channel coding operation that consists of 

systematically adding extra bits to the output of the source coder. These extra bits do not 

convey any information but helps the receiver to detect and / or correct some of the errors in 

the information bearing bits. 

The Channel decoder recovers the information bearing bits from the coded binary 

stream. Error detection and possible correction is also performed by the channel decoder.  

The important parameters of coder / decoder are Method of coding, efficiency, error 

control capabilities and complexity of the circuit. 

Modulator 

The Modulator converts the input bit stream into an electrical waveform suitable for 

transmission over the communication channel. Modulator can be effectively used to minimize 

the effects of channel noise, to match the frequency spectrum of transmitted signal with 

channel characteristics, to provide the capability to multiplex many signals.  

Demodulator 

The extraction of the message from the information bearing waveform produced by the 

modulation is accomplished by the demodulator. The output of the demodulator is bit stream. 

The important parameter is the method of demodulation.  

Channel 

The Channel provides the electrical connection between the source and destination. 

The different channels are: Pair of wires, Coaxial cable, Optical fiber, Radio channel, Satellite 

channel or combination of any of these. 

Noise 

Noise is an error or undesired random disturbance of a useful information signal. 

The noise is a summation of unwanted or disturbing energy from natural and sometimes 

man-made sources. 
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1.2  Sampling process 

1.2.1 Representation of CT signals by its samples 

         
Fig. 1.2 CT and its DT signal 
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1.3 Statement of sampling theorem 

 

 

1.3.1 Proof of sampling theorem 
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Fig. 1.3 Spectrum of original signal and sampled signal 
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Part II: Reconstruction of x(t) from its samples 
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Fig. 1.4 (a) Sampled version of signal x(t)                                                                                       

(b) Reconstruction of x(t) from its samples 

1.3.2 Aliasing (Effect of undersampling) 

Fig. 1.5 Effect of undersampling or Aliasing 
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1.3.2.1 Definition of aliasing:  
 

When the high frequency interferes with low frequency and appears as low frequency, 

then the phenomenon is called aliasing. 

 

1.3.2.2 Effects of aliasing:  
 

i) Since high and low frequencies interfere with each other, distortion is generated. 
ii) The data is lost and it cannot be recovered. 

 
1.3.2.3 Different ways to avoid aliasing 
 

Aliasing can be avoided by two methods 

i) Sampling rate fs ≥ 2W. 

ii) Strictly bandlimit the signal to ' W '. 

Fig. 1.6 fs ≥ 2W avoids aliasing by creating a bandgap 

i) Sampling rate fs ≥ 2W 
 

When the sampling rate is made higher than 2W, then the spectrums will not overlap 

and there will be sufficient gap between the individual spectrums. This is shown in Fig. 1.6. 
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1.3.3 Nyquist Rate and Nyquist Interval 

 

1.3.4 Sampling Theorem in Frequency Domain 

 

 

1.4 Introduction to Pulse Modulation techniques 
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1.5 Pulse Amplitude Modulation (PAM) 

 

1.5.1 Natural Sampling or Chopper Sampling 
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1.5.2 Flat Top sampling or Rectangular Pulse Sampling 
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Fr

From the sifting property of delta function we know that                                                    
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1.6 Aperture Effect 

In flat top sampling, due to the lengthening of the sample, amplitude distortion as well 

as a delay of T/2 was introduced. This distortion is referred to as Aperture effect. 

1.7 Comparison of various sampling techniques 
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1.8 Transmission Bandwidth of PAM 

signal
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1.9 Disadvantages of PAM 

 



24 

 

1.10 Uniform Quantization (Linear Quantization) 

 
1.10.1 Midtread Quantizer 
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1.10.2 Midriser Quantizer 

 

 



26 

 

 

 

 
1.10.3 Biased Quantizer 
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1.11 Non-uniform Quantization 
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1.12 Bandwidth – Noise trade off 
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1.13 Pulse Code Modulation (PCM) 

1.13.1 PCM  Generator                                            
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1.13.2 PCM Receiver 
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1.13.3 Transmission Bandwidth in PCM 

 

1.14 Noise considerations in PCM 

The performance of a PCM system is influenced by two major sources of noise: 

1. Channel noise, which is introduced anywhere between the transmitter output and      

                the receiver input. Channel noise is always present, once the equipment is      

                switched on. 

2. Quantization noise, which is introduced in the transmitter and is carried all the way 
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along to the receiver output. Unlike channel noise, quantization noise is signal 

dependent in the sense that it disappears when the message signal is switched off. 

 

The main effect of channel noise is to introduce bit errors into the received signal. In 

the case of a binary PCM system, the presence of a bit error causes symbol 1 to be mistaken 

for symbol 0, or vice versa.  

 

Clearly, the more frequently bit errors occur, the more dissimilar the receiver output 

becomes compared to the original message signal.  

 

The fidelity of information transmission by PCM in the presence of channel noise may 

be measured in terms of the average probability of symbol error, which is defined as the 

probability that the reconstructed symbol at the receiver output differs from the transmitted 

binary symbol, on the average.  

 

The average probability of symbol error, also referred to as the bit error rate (BER), 

assumes that all the bits in the original binary wave are of equal importance.  

 

To optimize system performance in the presence of channel noise, we need to 

minimize the average probability of symbol error.  

 

For this evaluation, it is customary to model the channel noise as additive, white, and 

Gaussian.  

The effect of channel noise can be made practically negligible by ensuring the use of 

an adequate signal energy-to-noise density ratio through the provision of short-enough 

spacing between the regenerative repeaters in the PCM system. 

 

Quantization noise is essentially under the designer's control. It can be made 

negligibly small through the use of an adequate number of representation levels in the 

quantizer and the selection of a companding strategy matched to the characteristics of the 

type of message signal being transmitted. 

1.15 Advantages and Limitations of PCM 
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1.16 Differential Pulse Code Modulation 

1.16.1 Redundant Information in PCM 

 
1.16.2 Principle of DPCM 

 
1.16.3 DPCM Transmitter 

 

 
 



34 

 

 

 
 

 

 
 

1.16.4 Reconstruction of DPCM Signal 
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1.17 Delta Modulation 
 

We have seen in PCM that, it transmits all the bits which are used to code the sample. 

Hence signaling rate and transmission channel bandwidth are large in PCM.To overcome this 

problem Delta Modulation is used. 

1.17.1 Operating Principle of DM 
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1.17.2 DM Transmitter 
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1.17.3 DM Receiver 

 

 
1.17.4 Advantages and Disadvantages of Delta Modulation 
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1.18 Linear Prediction 
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1.18.1 Prediction Filter 
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1.19 Adaptive Delta Modulation 

1.19.1 Operating Principle 
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1.19.2 Transmitter and Receiver 
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1.19.3 Advantages of Adaptive Delta Modulation 

 

 
1.20 Comparision of Digital Pulse Modulation Methods 
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