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UNIT 1 MATRICES 

RANK OF A MATRIX 

         Let A be any matrix of order mxn.The determinants of the sub square matrices of A are 

called the minors of A. If all the minors of order (r+1) are zero but there is at least one non 

zero minor of order r, then r is called the rank of A and is written as R(A). For an mxn matrix, 

 If m is less than n then the maximum rank of the matrix is m 

 If m is greater than n then the maximum rank of the matrix is n. 

The rank of a matrix would be zero only if the matrix had no non-zero elements. If a matrix 

had even one non-zero element, its minimum rank would be one. 

Example  

1. Find the rank of A = 

















562

241

321

 

            A = 1(20-12) -2(5-4) +3(6-8) = 0 

                    Hence R(A) < 3. 

            Let the second order minor 
41

21
=2  0 

                          R(A)=2. 

      

2. Find the Rank of B =





























7036

2313

1132

4211

 

                                             =



















 

171290

10940

7350

4211

 R2
 = R2 – 2R1 , R3= R3 – 3R1, R4= R4 – 6R1 



 =  



















 

171290

10940

10

4211

5
7

5
3

 R2= 1/5R2, R3= R3, R4= R4   

 =  



















 

5
22

5
33

5
22

5
33

5
7

5
3

00

00

10

4211

      R3= R3-4R2, R4= R4 -9 R2 

                                             =  



















 

0000

00

10

4211

5
22

5
33

5
7

5
3

        R4= R4- R3
 

                 The number of Nonzero Rows is 3.Hence R(B)=3. 

3. Find the Rank of the Matrix A = 























364

141

122

 

                                                             =























364

122

141

 R1= R2, R2= R1       

                                                                                               =























1100

3100

141

 R2
 = R2-2 R1 ,R3 = R3 -4 R1    

                                                                                                =























200

3100

141

  R3 = R3- R2
                           

                       The number of Nonzero Rows is 3.   Hence R(A)=3.  

4.   Find the Rank of the Matrix A = 

















1220

2420

1201

                                                                                                                                                          

                                                                     =   

















 1200

2420

1201

    R3 = R3- R2
                      



                         The number of Nonzero Rows is 3.  Hence R(A)=3. 

      

5.   Find the Rank of the Matrix B = 





















121

220

420

201

 

    A possible minor of least order is 

















220

420

201

whose determinant is non zero. 

    Hence it is possible to find a nonzero minor of order 3. 

                                               Hence R(B)=3. 

 

CONSISTENCY OF LINEAR ALGEBRAIC EQUATION 

              A general set of m linear equations and n unknowns, 

               11212111 cxaxaxa nn    

               22222121 cxaxaxa nn    

               …………………………………… 

                ……………………………………. 

              mnmnmm cxaxaxa  ........2211  

can be rewritten in the matrix form as 

                          











































































mnmnmm

n

n

c

c

c

x

x

x

aaa

aaa

aaa

2

1

2

1

21

22221

11211

..

..

..



  

 

Denoting the matrices by A, X, and C, the system of equation is, AX = C where A is called 
the coefficient matrix, C is called the right hand side vector and X is called the solution 
vector. Sometimes AX=C systems of equations are written in the augmented form.  That is 



                               

























m
mnmm

n

n

c

c

c

a......aa

a......aa

a......aa

  

2

1

21

22221

11211

C:A













  

Rouche’sTheorem 

1. A system of equations AX =C is consistent if the rank of A  is equal to the rank of the 

augmented matrix  C:A . If in addition, the rank of the coefficient matrix A is same as the 

number of unknowns, then the solution is unique; if the rank of the coefficient matrix A is less 

than the number of unknowns, then infinite solutions exist. 

2. A system of equations AX=C is inconsistent if the rank of A is not equal to the rank of the 

augmented matrix  C:A .   

Unique solution if

rank (A) = number of unknowns

Infinite solutions if

rank (A) < number of unknowns

Consistent System if

rank (A) = rank (A.B)

Inconsistent System if

rank (A) < rank (A.B)

[A] [X] = [B]

 

Problems 

1. Check whether the following system of equations 

               25x1 +5x2+x3 = 106.8 

               64x1 +8x2+x3 = 177.2 

              89x1 +13x2+2x3 = 280 is consistent or inconsistent. 

           Solution 

                                 The augmented matrix is 

                


















0.280:21389

2.177:1864

8.106:1525

: BA  

         To find the rank of the augmented matrix consider a square sub matrix of order 33 as 

          

















0.280213

2.17718

8.10615

 whose determinant is 12. Hence R [ BA: ] is 3.  



     So the rank of the augmented matrix is 3 but the rank of the coefficient matrix ][A  is 2                       

     as the Determinant of A is zero. Hence R[ BA: ]  R [A].Hence the system is 

inconsistent. 

 

    2. Check the consistency of the system of linear equations and discuss the nature  

        of the solution? 

      Solution                              
               The augmented matrix is 

                       
























4242

3134

1213

2121

: BA    

 BA : is reduced by elementary row transformations to an upper triangular matrix 

                             
























0000

55110

5550

2121

 R2
 = R2-3 R1 , R3 = R3 -4 R1 , R4= R4- 2R1   

 

                              

                            






















0000

55110

1110

2121

  R2
 = R2 / -5 

 

                            





















0000

6600

1110

2121

  R3 = R3 +11 R1 

                                                               

        Here R  BA : =R[A] =3.Hence the system is consistent. Also R[A] is equal to the   

        number of unknowns. Hence the system has an unique solution. 

3.  Check whether the following system of equations is a consistent system of   

             equations. Is the solution unique or does it have infinite solutions 

  



                                    

 

Solution     

               The given system has the augmented matrix given by           

 

                  
























105252

42131

64321

: BA  

 

        BA : is reduced by elementary row transformations to an upper triangular matrix 

                          

























23410

22410

64321

 R2
 = R2- R1 , R3 = R3 -2 R1   

 

                          























01000

22410

64321

 R3 = R3 – R2  

                                

      A and  BA : are each of rank r = 3, the given system is consistent but R[A] is not    

      equal to the number of unknowns. Hence the system does not has a unique solution. 
 
      4. Check whether the following system of equations  

                3x− 2y + 3z = 8       
                x +3 y+6z = −3       

                           2 x + 6y+12z = −6           
         is a consistent system of equations and hence solve  them. 
              
         Solution 
                         Let the augmented matrix of the system be  

                                      [A:B]  =    























61262

3631

8323

                          

                                                                                    

                                                 =  























61262

8323

3631

    R1 = R2  R2= R1                                             

                                                           =   





















0000

1715110

3631

    R2 = R2 − 3R1 , R3 = R3 − 2R1               

R[A:B] = R[A] = 2.Therefore the system is consistent and posses solution but rank is not 



equal to the number of unknowns which is 3.Hence the system has infinite solution. From 
the upper triangular matrix we have the reduced system of equations given by                                             
                                        x +3 y+6z = −3 ; 11y+15z = -17 . 
By assuming a value for y we have one set of values for z and x.For example when y=3, 

z = 310  and x = 8.Similarly by choosing a value for z the corresponding y and x can be 

calculated. Hence the system has infinite number of solutions.  
 
5.   Check whether the following system of equations  

                X+y + z = 6       
                3 x −2 y+4z = 9       

                            x − y −z = 0           
     Is a consistent system of equations and hence solve them. 
              
     Solution 
                         Let the augmented matrix of the system be  

                                      [A:B]  = 





















0111

9423

6111

                                

                                                =





















6220

9150

6111

    R2=R2- 3R1 , R3 = R3 – R1 

                                                           =





















6220

595110

6111

   R2 = R2/-5                                                                   

                                                            =





















51251200

595110

6111

    R3 = R3+2 R2 

 Hence R[A B] =R[A] =3 which is equal to the number of unknowns. Hence the system is 
consistent with unique solution. Now the system of equations takes the form  

                      x+y + z = 6;   y-z/5 =9/5; 512 z = 512 . 

 Hence z =1. Substituting z = 1 in y-z/5 =9/5 we have y-1/5 = 9/5 or y = 1/5+9/5 = 10/5. 

Hence y =2. Substituting the values of y,z in x+y + z = 6 we have x= 3. Hence the system 
has the unique solution as x= 3 , y =2 , z =1. 

CHARACTERISTIC EQUATION                                          

 The equation  is called the characteristic equation of the matrix A 

      Note: 

1. Solving  , we get n roots for  and these roots are called characteristic 

roots or eigen values or latent values of the matrix A 

2. Corresponding to each value of , the equation AX =  has a non-zero solution 

vector X 



If  be the non-zero vector satisfying AX = , when ,  is said to be the 

latent vector or eigen vector of a matrix A corresponding to  

Working rule to find characteristic equation: 

For a 3 x 3 matrix: 

Method 1: 

The characteristic equation is  

Method 2: 

 Its characteristic equation can be written as  where S1 = sum 

of the main diagonal elements, S2 = sum of the minors of the main diagonal elements,        

S3 = Determinant of A = A                               

For a 2 x 2 matrix: 

Method 1: 

The characteristic equation is  

Method 2: 

 Its characteristic equation can be written as  where S1 = sum of the 

main diagonal elements, S2 = Determinant of A = A                               

1. Find the characteristic equation of  

Solution:  Its characteristic equation is ,  

where S1 = sum of the main diagonal elements  = 8 + 7 + 3 = 18,  

          S2 = sum of the minors of the main diagonal elements=45  

          S3 = Determinant of A = A =0                             

Therefore, the characteristic equation is . 

2. Find the characteristic equation of  

Solution: Let A =   

The characteristic equationl of A is .  = 3 

+ 2 = 5 and   = 3(2) – 1(-1) = 7 



Therefore, the characteristic equation is  =0. 

EIGEN VALUES AND EIGEN VECTORS OF A REAL MATRIX 

       Working rule to find Eigen values and Eigen vectors: 

1. Find the characteristic equation  

2. Solve the characteristic equation to get characteristic roots. They are called Eigen 

values 

3. To find the Eigen vectors, solve  for different values of  

       Note:  

1. Corresponding to n distinct Eigen values, we get n independent Eigen vectors 

2. If 2 or more Eigen values are equal, it may or may not be possible to get linearly 

independent Eigen vectors corresponding to the repeated Eigen values 

3. If  is a solution for an Eigen value , then c  is also a solution, where c is an 

arbitrary constant. Thus, the Eigen vector corresponding to an Eigen value is not 

unique but may be any one of the vectors c  

Problems 

1. Find the eigen values and eigen vectors of the matrix                 

Solution: Let A =  which is a non-symmetric matrix 

          To find the characteristic equation: 

             The characteristic equation of A is  where            

            , 

               = 1(-1) – 1(3) = - 4 

       Therefore, the characteristic equation is  i.e.,  or  

               Therefore, the eigen values are 2, -2  

To find the eigen vectors: 

  

 

--------------- (1)  

Case 1: If From (1)] 

               i.e.,  



               i.e.,  ,    

i.e., we get only one equation   

Therefore  

Case 2: If From (1)] 

i.e.,  

i.e.,  

 

i.e., we get only one equation  

 

Hence,  

2.Find the eigen values and eigen vectors of    

Solution:  Let A =   

To find the characteristic equation:  

Its characteristic equation can be written as  where  

 , 

 = 2 (-5)-2 (-6)-7(2) = -10 + 12 – 14 = -12 

Therefore, the characteristic equation of A is  

                                          3    1               0                -13               12 

 

                                               1               3                 -4               0 



 

Therefore, the eigen values are 3, 1, and -4 

To find the eigen vectors:     Let  

 

Case 1: If  

i.e.,  

 --------- (1) 

 ------- (2)      

 -------- (3)  

Considering equations (1) and (2) and using method of cross-multiplication, we get,  

     x1          x2          x3 

2 -7 1 2 

0 2 2 0 

4

3

16

2

4

1







xxx
 

1

3

4

2

1

1







xxx
 

Therefore, 
1X =





















1

4

1

 

Case 2: If ,  

i.e.,  

 -------- (1) 



 -------- (2) 

 -------- (3) 

Considering equations (1) and (2) and using method of cross-multiplication, we get,  

       x1          x2          x3 

2 -7 -1 2 

-2 2 2 -2 

2

3

12

2

10

1









xxx


1

3

6

2

5

1
xxx

  

 

 

Therefore,  

Case 3: If  

    -------- (1) 

   -------- (2) 

      -------- (3) 

Considering equations (1) and (2) and using method of cross-multiplication, we get,  

     x1          x2          x3 

2 -7 6 2 

5 2 2 5 

 

Therefore,  

3.Find the eigen values and eigen vectors of the matrix .  



Solution:  Let A =  

To find the characteristic equation:  

Its characteristic equation can be written as  where   

, 

 = 0 -1(-1)+ 1(1) = 0 + 1 + 1 = 2 

Therefore, the characteristic equation of A is  

                              -1   1             0           -3              -2 

 

                                                             1           -1            -2                 0 

 

Therefore, the eigen values are 2, -1, and -1 

To find the eigen vectors:  

  

 

Case 1: If  

i.e.,  

 --------- (1) 

   ------------- (2)      

 ------------ (3)   

Considering equations (1) and (2) and using method of cross-multiplication, we get 

    

 



      x1          x2          x3 

1 1 -2 1 

-2 1 1           -2 

 

Therefore,  

Case 2: If ,  

i.e.,  

 ---------- (1) 

 ---------------- (2) 

 ------------ (3). All the three equations are one and the same.  

Therefore,   . Put  

Therefore,  

Since the given matrix is symmetric and the eigen values are repeated, let .  Is 

orthogonal to  

 ------------ (1) 

-------- (2) 

Solving (1) and (2) by method of cross-multiplication, we get,  

      l          m            

1 1 1           1 

1 -1 0           1 



 . Therefore,  

Thus, for the repeated eigen value there corresponds two linearly independent 

eigen vectors .  

4.Find the eigen values and eigen vectors of        

Solution:  Let A =   

To find the characteristic equation:  

Its characteristic equation can be written as  where   

, 

, 

 = 2(-4)+2(-2)+2(2) = - 8 – 4 + 4 = - 8 

Therefore, the characteristic equation of A is  

                       2   1              -2             -4               8 

 

                                                    1                0              -4              0 

 

Therefore, the eigen values are 2, 2, and -2 

A is a non-symmetric matrix with repeated eigen values 

To find the eigen vectors:  

  

 



Case 1: If  

i.e.,  

 --------- (1) 

   ------------- (2)      

 ------------ (3)  . Equations (2) and (3) are one and the same.  

Considering equations (1) and (2) and using method of cross-multiplication, we get,  

     x1          x2          x3 

-1 1 2 -1 

3 1 1 3 

 

Therefore,  

Case 2: If ,  

i.e.,  

---------- (1) 

---------------- (2) 

------------ (3) 

Considering equations (1) and (2) and using method of cross-multiplication, we get,  

     x1          x2          x3 

-2 2 0 -2 

-1 1 1 -1 



 

Therefore,  

We get one eigen vector corresponding to the repeated root  

5.Find the eigen values and eigen vectors of       

Solution:  Let A =  which is a symmetric matrix 

To find the characteristic equation:  

Its characteristic equation can be written as  where   

,                        

 = 1(4)-1(-2)+3(-14) =  4 + 2-42 = - 36 

Therefore, the characteristic equation of A is 3607 23   = 0            

          

 

                                                         1                    -9               18                     0 

 

Therefore, the eigen values are -2, 3, and 6 

To find the eigen vectors:  

  

 

Case 1: If  



i.e.,  

 --------- (1) 

   ------------- (2)      

 ------------ (3)  

Considering equations (1) and (2) and using method of cross-multiplication, we get,  

      x1          x2          x3 

1 3 3 1 

7 1 1 7 

20

3

0

2

20

1
xxx





1

3

0

2

1

1




xxx
 .            Therefore, X1 = 

















1

0

1

 

 

Case 2: If ,  

i.e.,  

 ---------- (1) 

 ---------------- (2) 

   3  ------------ (3) 

Considering equations (1) and (2) and using method of cross-multiplication, we get,  

      x1          x2          x3 

1 3 -2 1 

2 1 1 2 

5

3

5

2

5

1






xxx


1

3

1

2

1

1
xxx




  

Therefore,  



Case 3: If ,  

i.e.,  

 ---------- (1) 

 ---------------- (2) 

3  ------------ (3) 

Considering equations (1) and (2) and using method of cross-multiplication, we get,  

      x1          x2          x3 

1 3 -5 1 

-1 1 1           -1 

 

Therefore,  

PROPERTIES OF EIGEN VALUES AND EIGEN VECTORS: 

Property 1: 

(i)       The sum of the eigen values of a matrix is the sum of the elements of the 
principal diagonal (or) The sum of the eigen values of a matrix is equal to the 
trace of the matrix 

(ii)       Product of the eigen values is equal to the determinant of the matrix 

Property 2: 

A square matrix A and its transpose  have the same eigen values (or) A square 

matrix A and its transpose  have the same characteristic values 

Property 4: 

If  is an eigen value of a matrix A, then ,  is the eigen value of   

Property 5:  

If  is an eigen value of an orthogonal matrix, then  is also its eigen value 

Property 6:  

 If  are the eigen values of a matrix A, then  has the eigen values 

(m being a positive integer) 



Property 7:  

The eigen values of a real symmetric matrix are real numbers  

Property 8:  

 The eigen vectors corresponding to distinct eigen values of a real symmetric matrix 
are orthogonal         

Property 9:  

 Similar matrices have same eigen values                                                

Property 10: 

If a real symmetric matrix of order 2 has equal eigen values, then the matrix is a 
scalar matrix 

Property 11:  

The eigen vector X of a matrix A is not unique. 

Property 12: 

 If  be distinct eigen values of a n x n matrix, then the corresponding eigen 

vectors  form a linearly independent set 

Property 13:  

If two or more eigen values are equal, it may or may not be possible to get linearly 
independent eigen vectors corresponding to the equal roots  

Property 14: 

 Two eigen vectors  are called orthogonal vectors if  

Property 15: 

Eigen vectors of a symmetric matrix corresponding to different eigen values are 
orthogonal 

Property 16: 

 If A and B are n x n matrices and B is a non-singular matrix then A and  have 

same eigen values 

Problems: 

1. Find the sum and product of the eigen values of the matrix      

Solution: Sum of the eigen values = Sum of the main diagonal elements = -3. 

    Product of the eigen values = │A│ = -1 (1 – 1) -1(-1 – 1) + 1(1- (-1)) = 2 + 2 = 4 

2. Two of the eigen values of  are 2 and 8. Find the third eigen value 



Solution: We know that sum of the eigen values = Sum of the main diagonal elements  

                                                                             = 6+3+3 = 12                                                                              

Given  

Therefore,  = 12  

Therefore, the third eigen value = 2 

3. If 3 and 15 are the two eigen values of A = , find │A│, without 

expanding the determinant 

Solution: Given  

We know that sum of the eigen values = Sum of the main diagonal elements  

 

 

 

            

4. If 2, 2, 3 are the eigen values of A = , find the eigen values of  

Solution: By the property “A square matrix A and its transpose have the same eigen 

values”, the eigen values of  

5. Two of the eigen values of A =  are 3 and 6. Find the eigen values of 

 

Solution: Sum of the eigen values = Sum of the main diagonal elements = 3 +5+3 = 11 

Given 3,6 are two eigen values of A. Let the third eigen value be k.  

Then, 3 + 6 + k = 11 .Therefore, the eigen values of A are 3, 6, 2 

By the property “If the eigen values of A are , then the eigen values of     

are ”,  the eigen values of  are  

CAYLEY-HAMILTON THEOREM 

Statement: Every square matrix satisfies its own characteristic equation 

Uses of Cayley-Hamilton theorem: 

(1) To calculate the positive integral powers of A 



(2) To calculate the inverse of a square matrix A 

Problems: 

1. Show that the matrix  satisfies its own characteristic equation 

Solution:Let A = . The characteristic equation of A is  where 

 

                               

                          The characteristic equation is  

                           To prove  

                        =  

                      

            Therefore, the given matrix satisfies its own characteristic equation. 

2. Verify Cayley-Hamilton theorem for the matrix A = 








01

11
and hence find its 

inverse.  

Solution:  The characteristic polynomial of A is p(λ) = λ 2 − λ − 1.  

                                                    










11

12
2A  

                                         A 2 − A – I = 








11

12
- 









01

11
- 









10

01
= 









00

00
 

                                         A 2 − A – I = 0, 

             Multiplying by A -1 we get  A – I – A -1 = 0,  

                                        A-1 = A−I   

                                        A-1 = 








11

10
              

3. Verify Cayley-Hamilton theorem for the matrix A = 























112

123

411

and hence find 

is inverse.  

      Solution:  The characteristic polynomial of A is p(λ) = λ 3 −2 λ2 −5 λ + 6.  



                                      




















813

1107

116
2A ,















 



5316

17429

22311
3A  

                                 To verify  A 3 – 2A 2 – 5A + 6 I =  0  -------------- ( 1 ) 

                 A 3 – 2A 2 – 5A + 6 I =    

             










































































 

100

010

001

6

112

123

411

5

813

1107

116

2

5316

17429

22311

                                                               

                                                          =   

















000

000

000

 

                 Multiply equation ( 1 ) by A -1 

                     We get A 2 – 2A  – 5 I + 6 A -1 =  0   

                                  6 A -1 = 5 I + 2 A – A2 

                                      

















































































































531

1391

731

6

1

531

1391

731

813

1107

116

112

123

411

2

100

010

001

56

1

1

A

A

 

 

4. Verify Cayley-Hamilton theorem for the matrix A = 





















422

10320

313

and hence 

find its inverse and A 4.  

Solution: The characteristic polynomial of A is p(λ) = λ 3 − 4λ 2 − 3λ + 18  = 0.  

                                    





















101238

10920

7623
2A ,





















4654146

7027140

192765
3A  

                                  To verify A 3 – 4A 2 – 3A + 18 I = 0 -------------- (1) 



                   A 3 – 4A 2 – 3A + 18 I = 










































































 100

010

001

18

422

10320

313

3

101238

10920

7623

4

4654146

7027140

192765

                                                                                                                                                                                             

                                                       =  

















000

000

000

 

                          Multiply equation (1) by A -1 

                       We get A 2 – 4A – 3 I + 18 A -1 = 0   

                          18 A -1 = 3 I + 4 A – A2 

              















 

















 

































































29446

30660

19232

18

1

29446

30660

19232

101238

10920

7623

422

10320

313

4

100

010

001

318

1

1

A

A

 

                        Multiply equation (1) by A  

              We get A 4 – 4A3 – 3 A2 + 18 A = 0  

                 A 4 = 4A3 + 3 A2 - 18 A   

















































































286216734

13081260

151108383

422

10320

313

18

101238

10920

7623

3

4654146

7027140

192765

44A

  

5. Verify Cayley-Hamilton theorem, find  when A =   

Solution: The characteristic equation of A is  where  

 



 

 

Therefore, the characteristic equation is  

To prove that: ------------- (1) 

 

 

 

To find :  

 ------------- (2) 

Multiply by A on both sides,  

Therefore,  

Hence,  

 

 

To find  

Multiplying (1) by  

 

 

 



 

 

  

 


