Advanced Optimization Technique(SCS5101) Unit 11

Dynamic Programming

Introduction

Dynamic programming is a mathematical technique of optimized using multistage decision process
developed by Richard Bellman.

Bellman’s Principle of optimality

An optimal policy has the property what is the initial state and initial decisions, the remaining decisions
must constitute an optimal policy for the state resulting for the first decision.

A problem which does not satisfy the principle of optimality cannot be solved by dynamic programming.
Dynamic programming Algorithm
The solution of a multistage problem by dynamic programming involves the following steps.

» Identify the decision variables and specify the objective function to be optimized.

» Decompose the given problem in to a number of a smaller sub problems, identify the state
variables

» Write down a general recursive relationship for the optimal policy. Decide either forward or
backward is to follow to solve the problem.

» Write the relation giving the optimal decision function for one stage sub problem and solve it.

» Solve the optimal decision function for 2-stage, 3-stage,....(n-1)stage n-stage problem.

Note:
In case of continuous system, the optimal decisions at each stage are obtained by using differentiation.

> If the dynamic programming problem is solved by obtaining the sequence
fiofh—f—. —f, 1 —f, of optimal solutions then the computation known as forward
computation procedure.

> If the dynamic programming problem is solved by obtaining the sequence
fi—fa—. —f,—f; of optimal solutions then the computation known as backward
computation procedure.

» The function y=f(x) will attain its maximum if f*(x)=0 and {*’(x)<O0.

» The function y=f(x) will attain its minimum if f’(x)=0 and f’(x)>0

Solution to recursive equation(optimal sub-division problem)
(1)Solve Maximize Z=y1.Y,.Ys.....yn
Subject to y;+y,+yst. ... Fyn=C

and y;>0 (or)

Divide a positive quantity ¢ into n parts in such a way that their product is maximum.



Advanced Optimization Technique(SCS5101) Unit 11

Solution: To develop the recursive equation:

Let f,(c) be the maximum attainable product y;.y».ys.....yn. Hence c is divided in to n parts y1,¥2,Ys,......¥n
thus f,(c) becomes a function of n.

For n=1 (one stage problem)
Here c is divided in to only one part, then y;=c  .". fy(c)=c (Trivial solution)-----(1)
For n=2 (Two stage problem)

Here c is divided in to two parts y;=x and y,=c-X such that y;+y,=c

Then fz (C) = Max{ylyz}

0<x<c

= Max{x(c - x)}

0<x<c

For n=3 (Three stage problem)
Here c is divided in to three parts. Let y;=x and y,+ ys=c-x such that y;+y,+ ys=c

(i.e) c-x is further divided in to two parts whose maximum attainable product y,. ys is f,(c-x)

Then f,(C) =Max{y,.y,.,}

0<x<c

f,(c) = MaX{sz(C - X)}

0<x<c

In general the recursive equation for the n-stage problem is

f (c) = Max{xf_,(c—X)}-—(@3)

0<x<c
To solve the recursive equation

For n=2, equation (3) becomes

f,(c)= Mgg({)(f1 (c— X)}

= Max{x(c—x)}

0<x<c
The function x(c-x) will maximum if f’(x)=0 and f*’(x)<0

Solving x=c/2
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The optimal policy is (c/2,¢/2) and f,(C) = (%)2
For n=3, equation (3) becomes

f,(c) = IB/SIQ‘Z({sz (c— X)}

2
C—X
The function X(Tj will attain its maximum if f(x)=0 and f’(x)<0

Solving x=c/3

The optimal policy is (c/3,c/3, ¢/3) and f,(C) = (%)3

Let us assume that the optimal policy for n=m is (¢/m,c/m, ¢/m,.... ¢/m) and fm (C) = (%n)m

Now for n=m+1 equation (3) becomes

c—x)'
RO M“{X(T) }

Solving x=c/m+1

+1
The optimal policy is (¢/m+1, ¢/m+1, c/m+1,..c/m+1)and f__(C) = (%n +1T
The results is also true for n=m+1.

Hence by mathematical induction, the optimal policy is (c/n, ¢/n, ¢/n,.. ¢/n) and f _(C) = (%T

(2)Solve Minimize Z=y,+y,+yst+.....+y,
Subject to y1.Y2.Ys.....yn=b
and y;>0 (or)
Factorize a positive quantity b into n factors in such a way that their sum is minimum.

Solution: To develop the recursive equation:
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Let f,(b) be the minimum attainable sum y;+y,+ys+.....+y,. when the positive quantity b is factorized in
to n factors y,y,¥s,. ....,yn. thus f,(b) becomes a function of n.

For n=1 (one stage problem)

Here c is factorized in to only one factor, theny,=b .. fi(b)=b (Trivial solution)-----(1)

For n=2 (Two stage problem)

Here b is factorized in to two factors y;=x and y,=b/x such that y;.y,=b

Then f,(0) = Min{y, +v,}

0<x<b

= Minfx+ b/}

f,(b) = Minjx+ £,(8/

For n=3 (Three stage problem)
Here b is factorized in to three factors y1,y, and ys. Let y;=x and y,. ys=b/x such that y;.y,.ys=b

(i.e) b/x is further factorized in to two factors whose minimum attainable sum is f(b/x)

Then f,(b) = Min{y, +y, + Y.}

0<x<b

f.(b) = I(}glxig{x + f, (%)}

In general the recursive equation for the n-stage problem is

f,(0) = Minfx+ ., (%)}

0<x<b
To solve the recursive equation

For n=2, equation (3) becomes

f,(b) = I(}gjgg%x + f(%)}

— Mi b
f,(0) = M +
The function X + % will minimum if £(x)=0 and *’(x)>0

Solving X = \/B
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The optimal policy is (b}/2 : b%) and f,(b) = 2+/b = b

For n=3, equation (3) becomes

f.(b) = I(}glxig{x + f, (%)}

f.(0) = Min{ 207 ]

The function X+ 2(%Y2 will attain its minimum if £(x)=0 and f*’(x)>0

Solving X = b
The optimal policy is (b}/3 , b% , b%) and f,(b)= Sb%

Let us assume that the optimal policy for n=m is (b%” , b%n , b}/m e ,b%") and f_(b)= mb%"

Now for n=m+1 equation (3) becomes

f,.,(0) = Minpe+ £, (87 )
— I(!IXIE]{X + m(%ym}

The function X + m(%)ym will attain its maximum when X = b%‘+1

The optimal policy is (b%“*l, b%“*l, e ,b}/m*l) and f__(b)=(m +1)b( e

The results is also true for n=m+1.

Hence by mathematical induction, the optimal policy is (b% , b%,....,b% ) and f (b) = nb(%)

(3)Solve Minimize Z=y,2+y,*+ys*+....+y,

Subject to y;1.y>.ys.....yn=b
and y;>0 (or)

Factorize a positive quantity b into n factors in such a way that their sum their squares is minimum.
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Solution: To develop the recursive equation:

Let f,(b) be the minimum attainable sum y,2+y,*+y:*+.....+y,%. when the positive quantity b is factorized
in to n factors yy,Y»,Ys,.....,yn. thus f,(b) becomes a function of n.

For n=1 (one stage problem)

Here c is factorized in to only one factor, then y;=b
— H 2 — 2
f,(b) = Minly,’ j=b

.. f1(b)=b? (Trivial solution)-----(1)
For n=2 (Two stage problem)

Here b is factorized in to two factors y;=x and y,=b/x such that y;.y,=b

Then f,(b) = Minly,” +,”|

0<x<b

~ minte + (3 |

f,(0) = Min* + £,/ )}

For n=3 (Three stage problem)
Here b is factorized in to three factors y;,y, and y;. Let y;=x and y,. ys=b/x such that y;.y,.ys=b

(i.e) b/x is further factorized in to two factors whose minimum attainable sum is f,(b/x)

Then f,(b) = Min{yf +y, + ysz}

0<x<b

f,(b) = Minfe + 1, (27 )

In general the recursive equation for the n-stage problem is

f,(0) = Minc* + £, (8/ )3

To solve the recursive equation

For n=2, equation (3) becomes

f,(b) = I(}gljg%xz + f(%)}
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_Minkz+(0/F!

ZORVILSA)

The function X* + (%)2 will minimum if £ (x)=0 and f*’(x)>0
Solving X = /b

The optimal policy is (b}/2 , b%) and f,(b) = 2b = Z(b%)z

For n=3, equation (3) becomes

f,(0) = Minfe? + 1,(27)

=i+ ()] |

The function X + 2 % will attain its minimum if f’(x)=0 and *’(x)>0

Solving X = b’
The optimal policy is (b}/3 : b’ : b%) and f,(b) = 3"

Let us assume that the optimal policy for n=m is (b%“ , b%” , b%n e ,b%‘) and f_(b)= mb%

Now for n=m+1 equation (3) becomes

foa(b) = l(}gxiggfxz + fm(%)}
~in{ i, [}
The function X* + m(%)Z/m will attain its maximum when X = b%“+1

The optimal policy is (b%“l, b%‘“, e ,b%ml) and T (b)= (m +1)b(%‘+1)

The results is also true for n=m+1.
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2
Hence by mathematical induction, the optimal policy is (b}/n , b}/“,....,b}/n ) and f (b) = nb%)
(3)Use dynamic programming to show that p, log p, + p, log p, +...+ p, log p,

Subjectto P, + P, + P, +...+ P, =1 and p, = Ois minimum when
p,=p,=p,=...=p,=1/n (or)

Divide unity into n parts so as to minimize the quantity z o} log o
Solution: To develop the recursive equation:

Let f,(1) be the minimum attainable sum Z P |Og P, when the unity 1 is divided n parts ps,pz,ps,.....,pn.
thus f,(1) becomes a function of n.

For n=1 (one stage problem)

Let p;=1then
f,(1) = Min{p, log p, j=1log1
. f,(2) =1log 1 (Trivial solution)-----(1)

For n=2 (Two stage problem)

Let p;=x and p,=1-x such that p;+p,=1
Then ,(2) = Min{p, log p, + p, log p, }

= Min{xlog x + (1 - x) log(1— x)}

0<x<1

For n=3 (Three stage problem)
Let p;=x and p,+ ps=1-x such that p;+p,+ ps=1

(i.e) 1-x is further divided in to two parts whose maximum attainable sum is f,(1-x)
Then f,(2) = Min{p, log p, + p, log p, + p, log p, }
f,(1) = Min{xlog x + f,(1—x)}

In general the recursive equation for the n-stage problem is
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f (1) = Min{xlog x+ f_,(1—Xx)}-(3)

0<x<1
To solve the recursive equation

For n=2, equation (3) becomes

f,(2) = Min{xlog x+ f,(1-x)}
f,(1)= I;/h?{x log x + (1— x) log(1— x)}

The function {X log X + (1 — x) log(1— X) } will attain its minimum if £(x)=0 and £>(x)>0

Solving x=1/2

The optimal policy is (% ’ %) and 1,(1) = 2% log %)

For n=3, equation (3) becomes

f,(1) = Min{xlog x + f, (1~ x)}

ool 15l

_ 1-x 1-x L .
The function X |Og X+ 2 5 |Og 5 will attain its minimum if f*(x)=0 and f’(x)>0

Solving x=1/3

The optimal policy is (%,%,%) and f,(1) = 3(% log %)
Let us assume that the optimal policy for n=m is (}{n,% ,..,%) and f (1) = m(% log %)

Now for n=m+1 equation (3) becomes

fou () =Min{xlog x + f,(1—x)}

f .= Min{x log x + mKl_—Xj log (P—Xj}}
0<x<1 m m
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1-X 1-X
The function X log X + m[(—) Iog(—ﬂ will attain its maximum when x=1/m+1
m m

The optimal policy is (%n+1’%n+1"“’}{n+l) and f_ (1)=(m +1)(}{n+1|09}{n+1)

The results is also true for n=m+1.

Hence by mathematical induction,

the optimal policy is (%,}/,--,%) and f (1) = n(% log %)

(5)Use Bellman’s principle of optimality to solve

Maximize Z =b x, +b,X, +....+ b X where X, + X, +....+ X, = C (positive constant) and
Xy XypeeeyX, 20

Solution: To develop the recursive equation:

Let f,(c) be the maximum attainable sum B, X, +0,X, +....+ D X where the positive constant c is
divided in to n parts X;,X,Xs,.....,X,. thus f,(c) becomes a function of n.

For n=1 (one stage problem)

Let x,=C

fl(c) = ng{blxl}: blc

- f,(c) =Db,c (Trivial solution)-----(1)
For n=2 (Two stage problem)

Here c is divided in to two parts x,=z and x;=c-z such that x;+x,=c

Then f,(c) = Max{bx, +b,x, }

0<z<c

= Max{pb,(c—z)+Db,z}

0<z<c

For n=3 (Three stage problem)

Here c is divided in to three parts. Let xs=z and X;+ X,=C-z such that X;+X,+Xs=C
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(i.e) c-z is divided in to two parts whose maximum attainable sum is f,(c-z)

Then f(c) = Max{bx, +1,x, +b,x, }
f,(c) = Mg‘cx{bsz + f, (C - Z)}

In general the recursive equation for the n-stage problem is

f,(c)=Maxib,z+ f, . (c~2)}-—@)

0<z<
To solve the recursive equation

For n=2, equation (3) becomes

f,(c) = Max{o,z + f,(c—z)}

0<z<c

f,(c) = Max{b,z+b,(c-z)}

0<z<c

f,(c) = Max{(bz —b, )Z + blc}

0<z<c
it (b, — b, )positive, then this is maximum for z=c otherwise it will be minimum. = f,(c) = b,c
The optimal policy is (0,c) and .". f,(C) =b,c
For n=3, equation (3) becomes

f,(c) = Max{b,z + f,(c—2)}

0<z<c

f,(c) = Max{b,z +Db,(c—2)}

0<z<c

f3 (C) = Max{(bs - bz )Z + bzc}

0<z<c
I (b, — b, ) positive, then this is maximum for z=c otherwise it will be minimum. = f,(c) =b,c
The optimal policy is (0,0,c) and .". f,(C) =b,C
Let us assume that the optimal policy for n=m is (0,0,0,.....c)and f_(c)=b_c
Now for n=m+1 equation (3) becomes

fra(C)= Mg‘cx{b z+f, (C - Z)}

m+1
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fm+1 (C) = I})élz%z({b

m+1

z+b (c-z)}

fna(0) = Maxi(b,,., ~b, )z +D,c}

0<z<c

If (bm+1 —b, )positive, then this is maximum for z=c otherwise it will be minimum.

= f,..(c)=b,C

The results is also true for n=m+1.

Hence by mathematical induction, the optimal policy is (0,0,0,.....c)and f (C)=Db.C
(6)By Dynamic Programming technique, solve the problem

MinimizeZ = x,” +x,” + x,°

Subjectto X, + X, +X, =15

And X, X,, X, =0

Solution: To develop the recursive equation:

It is a three stage problem. The decision variables are X,, X,, X,and the state variables are S, S,, S, are

defined as

S, =X +X,+X,215

S,=X+X,=5,-X,

Sl =X = Sz - X,

Let f.(S,) be the minimum value of Z at the i" stage where (i=1,2,3)

Now the recursive equations are

fl(Sl) = Min{X12 }: Slz = (Sz — X, )2

0<x,<§;

fl(Sl) = (Sz =X )2 """" 1)

£,(S,) = Min{x” +x,” |

0<x,<S,

f,(S,) = Min{x,” + £,(S,) |-

<X,<S,
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f.(S,)= Min{xl2 X, + x32}

0<X,<S,

£,(S,) = Min{x,” + 1,(S,) @)

0<X3<S;3

To solve the recursive equation:
2
From (1) f,(S,)=(S,—X,)

From (2) f,(S,) = OM |<rs1 {X22 + fl(sl)}

£,(S,) = Min{x,” + f,(S, - x,)}|

0<x,<S,

f,(8,) = Min{x,” +(S, - x,)’|

The function xz2 +(S, —X,)? will attain its minimum if £(x)=0 and £’(x)>0

S

Solving X, = —*
2

g ?
fz(Sz) :72

From (3) f,(S,) = Ollélgigg{xsz + fZ(SZ)}

£,(S,) = Min{x,” + £,(S, - x,)}

0<X,<S,

, S, —X,)’°
f,(S,) = Mln{xs2 £ X)
0<x3<S, 2
: 2 (S3 - X3)2 . . .. .
The function X, + T will attain its minimum if f(x)=0 and £’ (x)>0

Solving X, = —
3

2

S
fs(Ss) = ?3

Unit 11
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But S, >15(i.e) Minimumof S, =15

Z is minimum when X, = 33 =X, =95

But S, =S, -X, =S, =10

Also 81:82—x2:>81:5
X, =5 =X =5

-~ £.(S,) _S 15 4

3 3
The optimal policy is (5,5,5) and min Z=75
(7) Use Dynamic programming solve
Maximize Z=y1.y,.Y3
Subject to y;+y,+yz =5
and yi, Yo, y3>0

Solution: To develop the recursive equation:

It is a three stage problem. The decision variables are Y, Y,, Y,and the state variables are S,,S,, S,are
defined as

S, =X +X,+X,=5

S,=X+X,=5,-X,

S, =% =3,-X,

Let f,(S,) be the maximum value of Z at the i"" stage where (i=1,2,3)

Now the recursive equations are

f,(S,) =Max{y,}=S,=S,-V,

0<y,<S;

f,(S,)=(S,-Y,)——@
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fz(Sz) = Max{ylyZ}

0<y,<S,

fz(sz) = Max{yz fl(S1)} """" (2)

0<y,<S,

fa (Ss) = OSMyg-é{yl Y, ya}
fs(Ss) = Mgé{ys fz (Sz)} """" 3)
To Solve the recursive equation:

From (1) fl(Sl) = Sz -y, = Sl - fl(Sl) = Sl

From (2) 1,(S,)= MaX{yz- fl(Sl)}

0<y,<S,

fz(Sz) = Olyylz%{yz' fl(SZ - yz)}

fz(Sz) = Olylygé{yz'(sz - yz)}

The function Y,.(S, — Y, ) will attain its maximum if £(x)=0 and £’(x)<0

Solving Y, = >,
=2
2

s %)

From (3) f,(S,) = Mgé{ys- fz(Sz)}

fa(Sa) = Max{ys fz (Ss - ya)}

0<y3<S;

f,(S,) = Max{yg.(ﬂj }
0<y,4<S, 2

Ss_ys

2
The function ys.( j will attain its maximum if f(x)=0 and f’(x)<0

Unit 11
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S

Solving y, ==
olving Y, 3
Sc=¥s ) | _(S)
s E(S)=Maxqy, | == b= 2
3( 3) o<y3<33{y3( 2 j} (3j
S
But S,=5=y,=—
u 3 y3 3

Ly,
3
ButSz=S3—y32>82=%

Y=oy, =2
T2 73

Also 81:82—y2:>81:§

5
yl 1 yl 3

3 27

fs(Ss) = (

The optimal policy is (5/3,5/3,5/3) and max Z=125/27
Solution of L.P.P By D.P.P Technique

(8) Use D.P.P to solve the L.P.P
Maximize Z = x, + 9X,
Subjectto 2X, + X, <25

X, <11

And X,,X, >0
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Solution: The given problem consists of two decision variables and two constraints. Hence the problem
has two stages and two state variables.

The state of the equivalent dynamic programming are By;j,B;; (j=1,2)

Using backward computational procedure, we have

fz (812’ Bzz) = OL\Q?B)l(Z{g X, } =9 (!\S/ng)g{xz }
0<x,<B,, 0<x,<11

Since Max {x,} which satisfies the condition of 0<x,<25 & 0<x,<11 is the minimum of (25,11)

f,(B,,,B,,)=9Min(2511) (1)

Now fl(Bll, 821): MaBX{Xl + fz(Bn - 2Xl’ BZl)}

0<x <2t
2

At this stage B1,=25, B,;=11

f(2511)= Olylagg{xl +9min(25-2x,,11)}
,xls?
11, if 0<x <7

min(25—-2x,,11)= {25_ 2x,,if 7<x,<25/2

X, +99, if 0<x <7

X, +9min(25-2x,,11)= {225—17x1, if 7<x <25/2

Since the maximum of both X, +99and 225—17X occursonlyat X, =7

f,(25,11) = Max{x, + 9min(25-2x,,11)}

Osxls?
=7+9min(11,11)
- f,(2511)=106
X, =min(25-2x,,11)
=min(1111)
X, ==11
Hence the optimal solution Max Z=106 at x;=7 and x,=11

(9) Solve the following L.P.P Using D.P.P Approach
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Maximize Z = 2X, +5X,
Subjectto 2X, + X, < 43

X, >0

17772

2X, <46 And X

Solution: The given problem consists of two decision variables and two constraints. Hence the problem
has two stages and two state variables.

The state of the equivalent dynamic programming are By;j,B;; (j=1,2)

Using backward computational procedure, we have

fz (812’ Bzz) = OS'\X/ZISaE;)Z( {5X2 }: S(KMXZ%{Xz }
0<2%,<By, 0<x,<23

Since Max {x,}which satisfies the condition of 0<x,<43 & 0<x,<23 is the minimum of (43,23)

127 =22

f,(B,,, B,,)=5Min(43,23) (1)

Now fl(Bll’ BZl): Max {2Xl + fZ(Bll - 2X1’ BZI)}

0<x <=
)

At this stage B1;=43, B,;=46

f.(43,46)= (I)\</Ia2§{2x1 +5min(43-2x,,23)}
,xls?
23, if 0<x <10

m|n(43—2X1’23): {43_ 2x,,if10<x, <43/2

2X, +115, if 0<x <10

2X, +5m|n(43— 2x1,23): {215—18x1, if10<x, <43/2

Since the maximum of both 2X1 +115and 215 —18Xloccurs onlyat X, = 10

f,(43,46) = Max{2x, +5min(43-2x,,23)}

0§x1£?
=20 +5min(23,23)
- 1,(43,46)=135
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X, = min(43—-2x,,23)
=min(23,23)
SX, =23

Hence the optimal solution Max Z=135 at x;=10 and x,=23

(10) Solve the following L.P.P Using D.P.P Approach
Maximize Z = 3x, +5X,
Subjectto X, <4;X, <6;

3x, +2x, <18and X, X, 20

Solution: The given problem consists of two decision variables and three constraints. Hence the problem
has two stages and three state variables.

The state of the equivalent dynamic programming are By;,B,;,B3; (j=1,2,3)

Using backward computational procedure, we have

f,(B

127

B,., Bsz) = 8%2%; {5X2 }: S5 lg\%%%({xz }

Since Max {x,} which satisfies the condition of 0<x,<6 & 0<x,<9 is the minimum of (6,9)

f,(B

127

B,,, B,,)=5Min(6,9) (1)

227

0<x,<By;
0<3%,<By;

Now fl(Bll’ BZl’ B31): Max {3)(1 + fz(Bll — X5 le, 83%3)(1]}
At this stage B,;=4, B,;=6, B3;=18

f.(4,618)= Max{3x1 +5min(6,18_—z3xlj}

0<x <4
0<x,<6

6, if 0<x <2

min(G —18_3)(1]— 18-3
) 07N if2<x <4
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(183« 3x, + 30, if 0<x <2
3X, +5min G’Tl =190-9x,

> if  2<x <4

90— 9x,

Since the maximum of both 3X1 +30and occursonly at X, = 2

0<x <4
= 6+5min(6,6)
- ,(43,46)=36

: 18 - 3x
X, =min| 6,————=
2
=min(6,6)
SoX, ==
Hence the optimal solution Max Z=36 at x;=2 and X,=6
(11) Solve the following L.P.P Using D.P.P Approach
Maximize Z = 4x, +14x,

Subjectto 2X, 4+ 7X, <21

7X, +2X, <21and X, X, 20

Solution: The given problem consists of two decision variables and two constraints. Hence the problem
has two stages and two state variables.

The state of the equivalent dynamic programming are By;j,B,; (j=1,2)

Using backward computational procedure, we have

f,(B,,B,,)= Max {14x2}:514|v|z}x{x2}

0<7x%,<B;, <y.<B1
0<2%,<Byy O‘XZ‘B
0<x,< 2%

Since Max {x;}which satisfies the condition of 0<7x,<43 & 0<2x,<23 is the minimum of (21/7,21/2)

f,(B,.B,,)=14Min21 2/ ).
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Now fl(Bll’ B21) = Max {4X1 + f2 (Bll - 2X1’ le - 7X1 )}

09@71

ngls@
7

At this stage B;;=21, B,;=21

. (21-2x, / 21-7x
fl(21,21):Ma2>§{4x1+14m|n( Za %j} ----- ¥

0<x,<—

0<x,<3
21-2x, -
min(zl—le 21—7x/j_ o< <7/3
[ 2) 121-7x :
% if 7/3<x, <3
(2) implies
42, , if0<x <7/3
f.(21,21)= Max _
oox<2 | 147 —45x,, if 7/3<x, <3
0<x,<3

the maximum value of the above function occurs at each value of x;in (0,7/3) and the maximum value is
42.

Let X, =4

‘= min(21—2x17 ’21—7x%j
:min(Zl—Z%’Zl—L%)

X, :21—2% where0< 1 <7/3

Hence the optimal solution Max Z=42 at X, = A and X, = 21~ 2’%
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