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Dynamic Programming 

Introduction 

Dynamic programming is a mathematical technique of optimized using multistage decision process 

developed by Richard Bellman. 

Bellman’s Principle of optimality 

An optimal policy has the property what is the initial state and initial decisions, the remaining decisions 

must constitute an optimal policy for the state resulting for the first decision. 

A problem which does not satisfy the principle of optimality cannot be solved by dynamic programming. 

Dynamic programming Algorithm 

The solution of a multistage problem by dynamic programming involves the following steps. 

 Identify the decision variables and specify the objective function to be optimized. 

 Decompose the given problem in to a number of a smaller sub problems, identify the state 

variables 

 Write down a general recursive relationship for the optimal policy. Decide either forward or 

backward is to follow to solve the problem. 

 Write the relation giving the optimal decision function for one stage sub problem and solve it. 

 Solve the optimal decision function for 2-stage, 3-stage,….(n-1)stage n-stage problem. 

Note: 

In case of continuous system, the optimal decisions at each stage are obtained by using differentiation. 

 If the dynamic programming problem is solved by obtaining the sequence 

f1→f2→f3→………..→fn-1→fn of optimal solutions then the computation known as forward 

computation procedure. 

 If the dynamic programming problem is solved by obtaining the sequence  

fn→fn-1→………..→f2→f1 of optimal solutions then the computation known as backward 

computation procedure. 

 The function y=f(x) will attain its maximum if f’(x)=0 and f’’(x)<0. 

 The function y=f(x) will attain its minimum if f’(x)=0 and f’’(x)>0 

Solution to recursive equation(optimal sub-division problem) 

 (1)Solve Maximize Z=y1.y2.y3…..yn 

Subject to y1+y2+y3+…..+yn=c 

 and  yi 0 (or) 

Divide a positive quantity c into n parts in such a way that their product is maximum. 
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Solution: To develop the recursive equation: 

Let fn(c) be the maximum attainable product y1.y2.y3…..yn. Hence c is divided in to n parts y1,y2,y3,…..,yn. 

thus fn(c) becomes a function of n. 

For n=1 (one stage problem) 

Here c is divided in to only one part, then y1=c      f1(c)=c (Trivial solution)-----(1) 

For n=2 (Two stage problem) 

Here c is divided in to two parts y1=x and y2=c-x such that y1+y2=c 

Then  
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0

xcxMax
cx



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For n=3 (Three stage problem) 

Here c is divided in to three parts. Let  y1=x and y2+ y3=c-x such that y1+y2+ y3=c 

(i.e) c-x is further divided in to two parts whose maximum attainable product y2. y3 is f2(c-x) 

Then  
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In general the recursive equation for the n-stage problem is 

 )()(
1

0
xcxfMaxcf

n
cx

n





-----(3) 

To solve the recursive equation 

For n=2, equation (3) becomes 

 )()(
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xcxfMaxcf
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

 

 )(
0

xcxMax
cx




 

The function x(c-x) will maximum if f’(x)=0 and f’’(x)<0 

Solving x=c/2 
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The optimal policy is (c/2,c/2) and  2
2 2

)( ccf   

For n=3, equation (3) becomes 
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
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The function 

2

2







  xc
x  will attain its maximum if f’(x)=0 and f’’(x)<0 

Solving x=c/3 

The optimal policy is (c/3,c/3, c/3) and  3
3 3

)( ccf   

Let us assume that the optimal policy for n=m is (c/m,c/m, c/m,…. c/m) and  m
m m

ccf )(  

Now for n=m+1 equation (3) becomes 
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Solving x=c/m+1 

The optimal policy is (c/m+1, c/m+1, c/m+1,.. c/m+1) and   1

1 1
)(



 


m

m m
ccf  

The results is also true for n=m+1. 

Hence by mathematical induction, the optimal policy is (c/n, c/n, c/n,.. c/n) and  n
n n

ccf )(  

(2)Solve Minimize Z=y1+y2+y3+…..+yn 

Subject to y1.y2.y3…..yn=b 

 and  yi 0 (or) 

Factorize a positive quantity b into n factors in such a way that their sum is minimum. 

Solution: To develop the recursive equation: 
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Let fn(b) be the minimum attainable sum y1+y2+y3+…..+yn. when the positive quantity b is factorized  in 

to n factors y1,y2,y3,…..,yn. thus fn(b) becomes a function of n. 

For n=1 (one stage problem) 

Here c is factorized  in to only one factor, then y1=b      f1(b)=b (Trivial solution)-----(1) 

For n=2 (Two stage problem) 

Here b is factorized in to two factors y1=x and y2=b/x such that y1.y2=b 

Then  
21

0
2

)( yyMinbf
bx


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                    
x
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bx


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  
x

bfxMinbf
bx

1
0

2
)( 


-----(2) 

For n=3 (Three stage problem) 

Here b is factorized in to three factors y1,y2 and y3. Let  y1=x and y2. y3=b/x such that y1.y2.y3=b 

(i.e) b/x is further factorized in to two factors whose minimum attainable sum is f2(b/x) 

Then  
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In general the recursive equation for the n-stage problem is 

  
x

bfxMinbf
n

bx
n 1

0
)(




 -----(3) 

To solve the recursive equation 

For n=2, equation (3) becomes 

  
x

bfxMinbf
bx

1
0

2
)( 


 

 
x

bxMinbf
bx


0

2
)(  

The function 
x

bx   will minimum if f’(x)=0 and f’’(x)>0 

Solving bx   
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The optimal policy is  2
1

2
1

,bb   and 2
1

2
22)( bbbf   

For n=3, equation (3) becomes 

  
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The function   2
1

2
x

bx   will attain its minimum if f’(x)=0 and f’’(x)>0 

Solving 3
1

bx   

The optimal policy is  3
1

3
1

3
1

,, bbb  and 3
1

3
3)( bbf   

Let us assume that the optimal policy for n=m is  mmmm bbbb
1111

,...,,,  and m

m
mbbf

1

)(   

Now for n=m+1 equation (3) becomes 

  
x

bfxMinbf
m
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m
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
0

1
)(  

                  
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

m

bx x
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1
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The function   m

x
bmx

1

 will attain its maximum when 1
1

 mbx  

The optimal policy is  1
1

1
1

1
1

,....,,  mmm bbb  and  
 

1
1

1
1)( 


 m

m
bmbf  

The results is also true for n=m+1. 

Hence by mathematical induction, the optimal policy is  nnn bbb
111

,....,,  and 
 

n

n
nbbf

1

)(   

(3)Solve Minimize Z=y1
2+y2

2
+y3

2
+…..+yn

2 

Subject to y1.y2.y3…..yn=b 

 and  yi 0 (or) 

Factorize a positive quantity b into n factors in such a way that their sum their squares is minimum. 
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Solution: To develop the recursive equation: 

Let fn(b) be the minimum attainable sum y1
2+y2

2
+y3

2
+…..+yn

2
. when the positive quantity b is factorized  

in to n factors y1,y2,y3,…..,yn. thus fn(b) becomes a function of n. 

For n=1 (one stage problem) 

Here c is factorized  in to only one factor, then y1=b 

  22

11
1

)( byMinbf
by




  

     f1(b)=b
2
 (Trivial solution)-----(1) 

For n=2 (Two stage problem) 

Here b is factorized in to two factors y1=x and y2=b/x such that y1.y2=b 

Then  2

2

2

1
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2
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bx



 

                     2
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  
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1
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0
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)( 


-----(2) 

For n=3 (Three stage problem) 

Here b is factorized in to three factors y1,y2 and y3. Let  y1=x and y2. y3=b/x such that y1.y2.y3=b 

(i.e) b/x is further factorized in to two factors whose minimum attainable sum is f2(b/x) 

Then  2

3

2

2
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In general the recursive equation for the n-stage problem is 

  
x

bfxMinbf
n

bx
n 1

2

0
)(




 -----(3) 

To solve the recursive equation 

For n=2, equation (3) becomes 

  
x

bfxMinbf
bx
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0
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)( 

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  2
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


 

The function  22

x
bx   will minimum if f’(x)=0 and f’’(x)>0 

Solving bx   

The optimal policy is  2
1

2
1
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1

2
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For n=3, equation (3) becomes 
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The function 
x

bx 2  will attain its minimum if f’(x)=0 and f’’(x)>0 

Solving 3
1
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The optimal policy is  3
1

3
1

3
1

,, bbb  and 3
2

3
3)( bbf   

Let us assume that the optimal policy for n=m is  mmmm bbbb
1111

,...,,,  and m

m
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2
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Now for n=m+1 equation (3) becomes 
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The function   m

x
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2
2  will attain its maximum when 1

1
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The optimal policy is  1
1

1
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1
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1
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The results is also true for n=m+1. 
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Hence by mathematical induction, the optimal policy is  nnn bbb
111

,....,,  and 
 

n

n
nbbf

2

)(   

(3)Use dynamic programming to show that
nn

pppppp log...loglog
2211

   

Subject to 1...
321


n

pppp  and 0
i

p is minimum when 

npppp
n

/1...
321

   (or) 

Divide unity into n parts so as to minimize the quantity  ii
pp log  

Solution: To develop the recursive equation: 

Let fn(1) be the minimum attainable sum  ii
pp log when the unity 1 is divided n parts p1,p2,p3,…..,pn. 

thus fn(1) becomes a function of n. 

For n=1 (one stage problem) 

Let p1=1 then  

  1log1log)1(
111

1




ppMinf
bp

  

 1log1)1(
1

f (Trivial solution)-----(1) 

For n=2 (Two stage problem) 

Let p1=x and p2=1-x such that p1+p2=1 

Then  
2211

10
2

loglog)1( ppppMinf
x




 

                    )1log()1(log
10

xxxxMin
x




 

  xfxxMinf
x




1log)1(
1

10
2

-----(2) 

For n=3 (Three stage problem) 

Let  p1=x and p2+ p3=1-x such that p1+p2+ p3=1 

(i.e) 1-x is further divided in to two parts whose maximum attainable sum is f2(1-x) 

Then  
332211
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x


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In general the recursive equation for the n-stage problem is 
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  xfxxMinf
n

x
n
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1
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-----(3) 

To solve the recursive equation 

For n=2, equation (3) becomes 

  xfxxMinf
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x
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
 

The function  )1log()1(log xxxx   will attain its minimum if f’(x)=0 and f’’(x)>0 

Solving x=1/2 

The optimal policy is  
2

1,
2
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2
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For n=3, equation (3) becomes 
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







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

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 

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
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 
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2
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2

1
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Solving x=1/3 

The optimal policy is  
3
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3
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3
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3

13)1(
3
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Let us assume that the optimal policy for n=m is  
mmm

1,..,1,1   and  
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m
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Now for n=m+1 equation (3) becomes 
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The function 
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1
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The optimal policy is  
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1
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The results is also true for n=m+1. 

Hence by mathematical induction, 

 the optimal policy is  
nnn

1,..,1,1   and  
nn

nf
n

1log1)1(   

(5)Use Bellman’s principle of optimality to solve 

nn
xbxbxbZMaximize  ....

2211
where cxxx

n
 ....

21
(positive constant) and 

0,...,,
21


n

xxx  

Solution: To develop the recursive equation: 

Let fn(c) be the maximum attainable sum 
nn

xbxbxb  ....
2211

where the positive constant c is 

divided in to n parts x1,x2,x3,…..,xn. thus fn(c) becomes a function of n. 

For n=1 (one stage problem) 

Let x1=c 

  cbxbMaxcf
cx

1111
1

)( 


 

      cbcf
11

)(   (Trivial solution)-----(1) 

For n=2 (Two stage problem) 

Here c is divided in to two parts x2=z and x1=c-z such that x1+x2=c 

Then  
2211

0
2

)( xbxbMaxcf
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
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21
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
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2
)( -----(2) 

For n=3 (Three stage problem) 

Here c is divided in to three parts. Let  x3=z and x1+ x2=c-z such that x1+x2+x3=c 
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(i.e) c-z is divided in to two parts whose maximum attainable sum is f2(c-z) 

Then  
332211
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In general the recursive equation for the n-stage problem is 
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To solve the recursive equation 

For n=2, equation (3) becomes 
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If  
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bb  positive, then this is maximum for z=c otherwise it will be minimum. cbcf
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The optimal policy is (0,c) and cbcf
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For n=3, equation (3) becomes 
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23
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The optimal policy is (0,0,c) and cbcf
33

)(   

Let us assume that the optimal policy for n=m is (0,0,0,….,c) and cbcf
mm

)(  

Now for n=m+1 equation (3) becomes 

  zcfzbMaxcf
mm

cz
m





 1

0
1

)(  
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  zcbzbMaxcf
mm

cz
m





 1

0
1

)(  

  cbzbbMaxcf
mmm

cz
m





 1

0
1

)(  

If  
mm

bb 
1

positive, then this is maximum for z=c otherwise it will be minimum. 

cbcf
mm 11

)(


  

The results is also true for n=m+1. 

Hence by mathematical induction, the optimal policy is (0,0,0,….,c) and cbcf
nn

)(  

(6)By Dynamic Programming technique, solve the problem 

2

3

2

2

2

1
xxxZMinimize   

Subject to 15
321
 xxx  

And 0,,
321
xxx  

Solution: To develop the recursive equation: 

It is a three stage problem. The decision variables are 
321

,, xxx and the state variables are 
321

,, SSS are 

defined as 

2211

33212

3213
15

xSxS

xSxxS

xxxS







 

Let )(
ii

Sf be the minimum value of Z at the i
th
 stage where (i=1,2,3) 

Now the recursive equations are  

   2
22

2

1

2

1
0

11
11

)( xSSxMinSf
Sx




 

 2
2211

)( xSSf  -------(1) 

 2

2

2

1
0

22
22

)( xxMinSf
Sx




 

 )()(
11

2

2
0

22
22

SfxMinSf
Sx




-------(2) 
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 2

3

2

2

2

1
0

33
33

)( xxxMinSf
Sx




 

 )()(
22

2

3
0

33
33

SfxMinSf
Sx




-------(3) 

To solve the recursive equation: 

From (1)  2
2211

)( xSSf   

From (2)  )()(
11

2

2
0

22
22

SfxMinSf
Sx




 

 )()(
221

2

2
0

22
22

xSfxMinSf
Sx




 

 2

22

2

2
0

22
)()(

22

xSxMinSf
Sx




 

The function 
2

22

2

2
)( xSx   will attain its minimum if f’(x)=0 and f’’(x)>0 

Solving 
2

2

2

S
x   

2
)(

2

2

22

S
Sf   

From (3)  )()(
22

2

3
0

33
33

SfxMinSf
Sx




 

 )()(
332

2

3
0

33
33

xSfxMinSf
Sx




 







 


 2

)(
)(

2

332

3
0

33
33

xS
xMinSf

Sx
 

The function 
2

)( 2

332

3

xS
x


  will attain its minimum if f’(x)=0 and f’’(x)>0 

Solving 
3

3

3

S
x   

3
)(

2

3

33

S
Sf   
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But 15
3
S (i.e) Minimum of 15

3
S  

Z is minimum when 5
3

3

3

3
 x

S
x  

But 10
2332
 SxSS  

5
2

2

2

2
 x

S
x  

Also 5
1221
 SxSS  

5
111
 xSx  

75
3

15

3
)(

22

3

33


S
Sf  

The optimal policy is (5,5,5) and min Z=75 

(7) Use Dynamic programming solve  

Maximize Z=y1.y2.y3 

Subject to y1+y2+y3 =5 

and  y1, y2, y3 0 

Solution: To develop the recursive equation: 

It is a three stage problem. The decision variables are 
321

,, yyy and the state variables are 
321

,, SSS are 

defined as 

2211

33212

3213
5

xSxS

xSxxS

xxxS







 

Let )(
ii

Sf be the maximum value of Z at the i
th
 stage where (i=1,2,3) 

Now the recursive equations are  

 
2211

0
11

11

)( ySSyMaxSf
Sy




 

 
2211

)( ySSf  -------(1) 
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 
21

0
22

.)(
22

yyMaxSf
Sy 

  

 )(.)(
112

0
22

22

SfyMaxSf
Sy 

 -------(2) 

 
321

0
33

..)(
33

yyyMaxSf
Sy 

  

 )(.)(
223

0
33

33

SfyMaxSf
Sy 

 -------(3) 

To Solve the recursive equation: 

From (1) 
11112211

)()( SSfSySSf   

From (2)  )(.)(
112

0
22

22

SfyMaxSf
Sy 

  

 )(.)(
2212

0
22

22

ySfyMaxSf
Sy




 

 ).()(
222

0
22

22

ySyMaxSf
Sy




 

The function ).(
222

ySy   will attain its maximum if f’(x)=0 and f’’(x)<0 

Solving 
2

2

2

S
y   

2

2

22
2

)( 









S
Sf  

From (3)  )(.)(
223

0
33

33

SfyMaxSf
Sy 

  

 )(.)(
3323

0
33

33

ySfyMaxSf
Sy




 
















 




2

33

3
0

33
2

.)(
33

yS
yMaxSf

Sy
 

The function 

2

33

3
2

. 






  yS
y  will attain its maximum if f’(x)=0 and f’’(x)<0 
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Solving 
3

3

3

S
y   

3

3

2

33

3
0

33
32

.)(
33


























 




SyS
yMaxSf

Sy
 

But 
3

5 3

33

S
yS   

3

5
3
 y  

But 
3

10
2332
 SySS  

3

5

2
2

2

2
 y

S
y  

Also 
3

5
1221
 SySS  

3

5
111
 ySy  

27

125

3
)(

3

3

33











S
Sf  

The optimal policy is (5/3,5/3,5/3) and max Z=125/27 

Solution of L.P.P By D.P.P Technique 

(8) Use D.P.P to solve the L.P.P 

21
9xxZMaximize   

Subject to 252
21
 xx  

  11
2
x  

And 0,
21
xx  
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Solution: The given problem consists of two decision variables and two constraints. Hence the problem 

has two stages and two state variables.  

The state of the equivalent dynamic programming are B1j,B2j (j=1,2) 

Using backward computational procedure, we have  

     
2

110
250

2

0
0

22122

2

2

222

122

99, xMaxxMaxBBf
x
x

Bx
Bx







  

Since Max {x2}which satisfies the condition of 0≤x2≤25 & 0≤x2≤11 is the minimum of (25,11) 

  )11,25(9,
22122

MinBBf  --------(1) 

Now     
2111121

2
0

21111
,2,

11
1

BxBfxMaxBBf
B

x




 

At this stage B11=25, B21=11 

    11,225min911,25
11

2

25
0

1

1

xxMaxf
x




 

 









2/257,225

70,11
11,225min

11

1

1
xifx

xif
x  

 









2/257,17225

70,99
11,225min9

11

11

11
xifx

xifx
xx  

Since the maximum of both 99
1
x and 

1
17225 x occurs only at 7

1
x  

    

  10611,25

)11,11min(97

11,225min911,25

1

11

2

25
0

1

1








f

xxMaxf
x

 

 

11

)11,11min(

11,225min

2

12







x

xx

 

Hence the optimal solution Max Z=106 at x1=7 and x2=11 

(9) Solve the following L.P.P Using D.P.P Approach 
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21
52 xxZMaximize   

Subject to 432
21
 xx  

  462
2
x  And 0,

21
xx  

Solution: The given problem consists of two decision variables and two constraints. Hence the problem 

has two stages and two state variables.  

The state of the equivalent dynamic programming are B1j,B2j (j=1,2) 

Using backward computational procedure, we have  

     
2

230
430

2

20
0

22122

2

2

222

122

55, xMaxxMaxBBf
x
x

Bx
Bx







  

Since Max {x2}which satisfies the condition of 0≤x2≤43 & 0≤x2≤23 is the minimum of (43,23) 

  )23,43(5,
22122

MinBBf  --------(1) 

Now     
2111121

2
0

21111
,22,

11
1

BxBfxMaxBBf
B

x




 

At this stage B11=43, B21=46 

    23,243min5246,43
11

2

43
0

1

1

xxMaxf
x




 

 









2/4310,243

100,23
23,243min

11

1

1
xifx

xif
x  

 









2/4310,18215

100,1152
23,243min52

11

11

11
xifx

xifx
xx  

Since the maximum of both 1152
1
x and 

1
18215 x occurs only at 10

1
x  

    

  13546,43

)23,23min(520

23,243min5246,43

1

11

2

43
0

1

1








f

xxMaxf
x
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 

23

)23,23min(

23,243min

2

12







x

xx

 

Hence the optimal solution Max Z=135 at x1=10 and x2=23 

(10) Solve the following L.P.P Using D.P.P Approach 

21
53 xxZMaximize   

Subject to 4
1
x ; 6

2
x ; 

1823
21
 xx and 0,

21
xx  

Solution: The given problem consists of two decision variables and three constraints. Hence the problem 

has two stages and three state variables.  

The state of the equivalent dynamic programming are B1j,B2j ,B3j (j=1,2,3) 

Using backward computational procedure, we have  

     
2

90
60

2

20
0

3222122

2

2

322

222

55,, xMaxxMaxBBBf
x
x

Bx
Bx







  

Since Max {x2}which satisfies the condition of 0≤x2≤6 & 0≤x2≤9 is the minimum of (6,9) 

  )9,6(5,,
3222122

MinBBBf  --------(1) 

Now  















 



 2

3
,,3,, 131

2111121

30
0

3121111

311

111

xB
BxBfxMaxBBBf

Bx
Bx

 

At this stage B11=4, B21=6, B31=18 

 















 



 2

318
,6min5318,6,4 1

1

60
40

1

1

1

x
xMaxf

x
x

 




















 

42,
2

318

20,6

2

318
,6min

1

1

1

1

xif
x

xif
x
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


















 


42,
2

990

20,303

2

318
,6min53

1

1

11

1

1
xif

x

xifx
x

x  

Since the maximum of both 303
1
x and 

2

990
1

x
occurs only at 2

1
x  

 

  3646,43

)6,6min(56

2

318
,6min5318,6,4

1

1

1
40

1
1




















 




f

x
xMaxf

x

 

6

)6,6min(

2

318
,6min

2

1

2












 


x

x
x

 

Hence the optimal solution Max Z=36 at x1=2 and x2=6 

(11) Solve the following L.P.P Using D.P.P Approach 

21
144 xxZMaximize   

Subject to 2172
21
 xx  

2127
21
 xx and 0,

21
xx  

Solution: The given problem consists of two decision variables and two constraints. Hence the problem 

has two stages and two state variables.  

The state of the equivalent dynamic programming are B1j,B2j (j=1,2) 

Using backward computational procedure, we have  

     
2

2
0

7
0

2

20
70

22122

22
2

12
2

222

122

14514, xMaxxMaxBBf

B
x

B
x

Bx
Bx







  

Since Max {x2}which satisfies the condition of 0≤7x2≤43 & 0≤2x2≤23 is the minimum of (21/7,21/2) 

   
2

21,
7

2114,
22122

MinBBf  --------(1) 
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Now     
12111121

7
0

2
0

21111
7,24,

21
1

11
1

xBxBfxMaxBBf

B
x

B
x







 

At this stage B11=21, B21=21 

 















 





2

721
,

7
221

min14421,21 11
1

30
2

21
0

1

1

1

xx
xMaxf

x

x

-----(2) 






















 

33/7
2

721

3/70
7

221

2
721

,
7

221
min

1
1

1
1

11

xif
x

xif
x

xx
 

(2) implies 

 















 33/7,45147

3/70,,42
21,21

11

1

30
2

21
0

1

1

1 xifx

xif
Maxf

x

x

  

the maximum value of the above function occurs at each value of x1in (0,7/3) and the maximum value is 

42.  

Let 
1

x  

 
3/70

7
221

2
721,

7
221min

2
721

,
7

221
min

2

11
2












 






wherex

xx
x

 

Hence the optimal solution Max Z=42 at 
1

x  and 
7

221
2

x  
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